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(57) ABSTRACT

A method includes providing a memory unit in a computing
device already including a number of processors communi-
catively coupled to a memory through a system bus, and
providing a non-system bus based dedicated channel between
the number of processors and the memory unit. The method
also includes rendering a different video frame and/or a sur-
face on each processor of the number of processors, and
leveraging the memory unit to store a video frame and/or a
surface rendered on a processor therein through the non-
system bus based dedicated channel. Further, the method
includes copying, to other processors, the stored video frame
and/or the surface rendered on the processor from the
memory unit through the non-system bus based dedicated
channel, and scanning out, through the number of processors,
the video frame and/or the surface rendered on the processor
following the copying to enable display thereof on a corre-
sponding number of displays.

17 Claims, 10 Drawing Sheets

©

Ss Ss

Sz M=)\ &

GPU 106,

ECHIIN

\ o\

ML ML
402, 404,

ML ML
402; 4045

E&[[]

S v
MEMORY UNIT]| /.
s

SN T

Sz

B

\ 5 1
S) 1

\ MEMORY UNIT
502

N
S™~ _ [MEMORY UNIT
502



US 9,239,699 B2

Sheet 1 of 10

Jan. 19, 2016

U.S. Patent

Il 3¥NOId

901
¥0OSS3I00Ud

NP1 SAVIdSIA TYNAIAIANI

(1[0]1
W31SAS AV1dSId

%

1901 SY0SS3I00Nd

ol
1INN AV1dSId

0Ll
WNIa3IN NOILVIOINNAWNOD

e 261
SINVHS |«
o3diA v1va Av1dsia
1 » A
A v v
081 D orl
08l D
NOILYOITddY | w_,_\_,__w@m_mw_o
801
AHOWIN
201

JDIA3A DONILNdNOD




US 9,239,699 B2

Sheet 2 of 10

Jan. 19, 2016

U.S. Patent

¢ 3dNOld

NZ0Z
NOID3A
AV1dSId

NZoe
NOIO3Y
AV1dsId

%c0e

NOID3A
AV1dSId

A4
NOIO3Y
AV1dSId

00¢
SVYANVYO AV1dSIA TVALHIA

/



US 9,239,699 B2

Sheet 3 of 10

Jan. 19, 2016

U.S. Patent

YOl LINN AVIdSIA ¥ X v

€ ANOI4

*90L NdD £90L NdD 2901 NdD '90L NdD
S1Z0¢ TrZ0e 8Z0E ¥Z0E
NOIDIY AV1dSIA|NOIDIH AVILSIA|NOIDIH AV1dSIA|NOIDIY AV1dSIa
SIZOE HZog IzoE £Z0E
NOIDIYH AV1dSIA|NOIDIH AVIASIA|NOIDIH AV1dSIA|NOIDIY AV 1dSIa
vIZoe 0IZ0¢ 520¢ tZ0¢

NOIO3Y AV1dSIA

NOIO3YH AV1dSIA

NOID3H AVdSIa

NOID3YH AV1dSIa

EIZ0E
NOIO3YH AV1dSIA

5go¢
NOID3IH AV1dSIA

520¢
NOID3H AV1dSIA

A3
NOID3YH AV1dSIA

YOI LINNAVIdSIA ¥ X ¥

J




US 9,239,699 B2

Sheet 4 of 10

Jan. 19, 2016

U.S. Patent

¥ 34NOld

= i

=i

= i

901 NdO

%90l NdD

%901 NdD

.”””¢W

s

301 NdO €301 Ndo 2901 NdD 0F NdD
g g 'S

"0t 2o £F01 E20t °y0p “20v 'pOr ‘eov

R W W W W W W

730l NdO %301 Nd9 290F NdO 901 Ndo
g g 'S

=y




US 9,239,699 B2

Sheet 5 of 10

Jan. 19, 2016

U.S. Patent

G JdNOId

\\\\7

THoeg SAHOWIN

¥0S
TANNVHO
a3lvolaaa
i P
LINN AVdSI |

0Ll
AWNId3A NOILVOINNINWOD

® o
c0S
LINN AHOWIW
N NTo01 <
"l swoss3aooud |
90%
~ sng
W3LSAS
A 4 \ 4
(oS (S)aANIONI
AdOONVING HLIM) 801
205 AHOWAN
LINN AHOWIW
01

JOIA3A ONILNdNOD

ool
W31SAS AV1dSIA

;



U.S. Patent Jan. 19, 2016 Sheet 6 of 10 US 9,239,699 B2

++++ ++++
ol 4+44+ o4 +++
D(+4+++ D+++
++++ +4++
. 7
) & )
o T — o I
) —— (/2]
T i N
— 5
— . & "
~
1 E =
il |Z z
) 3
— > o o
— xo|le e E o
T E =
w
2] > 2]
0 g [T = 0] =
o~
(7))
o™ o
w — U)
= 4
_____________________________________
S YRS HH
@© [le] ]
FE++ éi =92 2] HE Y
++++ , < ++++ .
= I N -
o NN—= 2
~ O L < ~
) )
o| M — - o
)] S 243 (0]
I b= ~—=2 S | -
= ) a0 = = |
% = g
I |
g
(=)
b

'_
= W 5
s
5 %S
%8 9"
43 |o® : &
% = L= Q = & ="
— w
2
o I o™
W [72)
g1 a
%)) 3 %)
g (@




US 9,239,699 B2

Sheet 7 of 10

Jan. 19, 2016

U.S. Patent

2 | - < | ] o S | o ]
S~ I - I - I O S -~ I
4 - 4 - 4 - o -
5| )5 5 JEl
Dma | — s\ _ _|__ Dmv S /—\ I R3 — | —— Vs __ ] Dma PR R ——
\___/ \__/ \__/ \N—/
A | - - . - .
& = & = s Y & Y
5 5 Bl I
- — AR . | — - — R . _——)—— AR . —_——t e VAR .
\__/ N/ N__/ \—/
i Z ] g ] )&l ] )E
24 - — AR _— | o4 — — ‘AR — ¥ |——|—— AR — [0 —_——1 e TR .
4 i3 4 4
‘90l NdD 290l NdD £90L NdD *901 NdD

tg

ts

ta

ts

ta

FIGURE 7



US 9,239,699 B2

Sheet 8 of 10

Jan. 19, 2016

U.S. Patent

— — —
)5l Bl_| |- Bl || ] JE

- —_t — —VamaN __ | |- — Ve __ | __ ] —_——|———VaN _ L _ |y | -] Jama\

4 — & \—/ — —

4

o 4 RS

1

90l NdD 2901 NdD €901 NdD 90l NdD

ts

ts

ta

t2

FIGURE 8



US 9,239,699 B2

Sheet 9 of 10

Jan. 19, 2016

U.S. Patent

FHVMAHVH

FHVYMLI0S

6 JUNOI4

901
¥0SS300dd

206
LNINOJWOD HIAIHA SOIHAVHO




U.S. Patent Jan. 19, 2016 Sheet 10 of 10 US 9,239,699 B2

1002

PROVIDE A MEMORY UNIT IN A COMPUTING DEVICE ALREADY INCLUDING A NUMBER OF
PROCESSORS COMMUNICATIVELY COUPLED TO A MEMORY THROUGH A SYSTEM BUS

’ /1004

PROVIDE A NON-SYSTEM BUS BASED DEDICATED CHANNEL BETWEEN THE NUMBER OF
PROCESSORS AND THE MEMORY UNIT

’ 1006

RENDER A DIFFERENT VIDEO FRAME AND/OR A SURFACE ON EACH PROCESSOR OF THE
NUMBER OF PROCESSORS

v 1008

LEVERAGE THE MEMORY UNIT TO STORE A VIDEO FRAME AND/OR A SURFACE RENDERED
ON A PROCESSOR THEREIN THROUGH THE NON-SYSTEM BUS BASED DEDICATED CHANNEL

’ (1010
COPY, TO OTHER PROCESSORS OF THE NUMBER OF PROCESSORS, THE STORED VIDEO
FRAME AND/OR THE SURFACE RENDERED ON THE PROCESSOR FROM THE MEMORY UNIT
THROUGH THE NON-SYSTEM BUS BASED DEDICATED CHANNEL

’ 1012

SCAN OUT, THROUGH THE NUMBER OF PROCESSORS, THE VIDEO FRAME AND/OR THE
SURFACE RENDERED ON THE PROCESSOR FOLLOWING THE COPYING TO ENABLE DISPLAY
THEREOF ON A CORRESPONDING NUMBER OF DISPLAYS COMMUNICATIVELY COUPLED TO

THE NUMBER OF PROCESSORS IN A MOSAIC DISPLAY MODE WHERE THE NUMBER OF
PROCESSORS IS PRESENTED TO AN OPERATING SYSTEM EXECUTING ON THE COMPUTING

DEVICE AS A SINGLE LOGICAL PROCESSOR

FIGURE 10
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ENABLING HARDWARE ACCELERATION IN
A COMPUTING DEVICE DURING A MOSAIC
DISPLAY MODE OF OPERATION THEREOF

FIELD OF TECHNOLOGY

This disclosure relates generally to display systems and,
more particularly, to enabling hardware acceleration in a
computing device during a mosaic display mode of operation
thereof.

BACKGROUND

A display system may include a computing device (e.g., a
data processing device such as a laptop computer, a desktop
computer, a notebook computer, a netbook, a mobile device
such as a mobile phone or a tablet) and a display unit. The
computing device may include a number of processors (e.g.,
Graphics Processing Units (GPUs)) corresponding to a num-
ber of displays (e.g., Liquid Crystal Displays (LCDs)) con-
stituting the display unit. During a mosaic display mode of
operation, the number of processors is presented to an oper-
ating system executing on the computing device as a single
logical processor. Thus, content to be displayed on each dis-
play is consolidated as a whole and displayed on the number
of displays.

In a typical scenario of the mosaic display mode of opera-
tion, each processor may render a same video frame/surface
but may scan out only a part thereof. This may be due to
hardware acceleration not being possible in the aforemen-
tioned mosaic display mode of operation. The rendering of
the same video frame/surface on each of the processors may
constitute a waste of computing resources.

SUMMARY

Disclosed are a method, an apparatus and/or a system of
enabling hardware acceleration in a computing device during
a mosaic display mode of operation thereof.

In one aspect, a method includes providing a memory unit
in a computing device already including a number of proces-
sors communicatively coupled to a memory through a system
bus, and providing a non-system bus based dedicated channel
between the number of processors and the memory unit. The
method also includes rendering a different video frame and/or
a surface on each processor of the number of processors, and
leveraging the memory unit to store a video frame and/or a
surface rendered on a processor therein through the non-
system bus based dedicated channel. Further, the method
includes copying, to other processors of the number of pro-
cessors, the stored video frame and/or the surface rendered on
the processor from the memory unit through the non-system
bus based dedicated channel, and scanning out, through the
number of processors, the video frame and/or the surface
rendered on the processor following the copying to enable
display thereof on a corresponding number of displays com-
municatively coupled to the number of processors in a mosaic
display mode where the number of processors is presented to
an operating system executing on the computing device as a
single logical processor.

In another aspect, a non-transitory medium, readable
through a computing device and including instructions
embodied therein that are executable through the computing
device, is disclosed. The non-transitory medium includes
instructions compatible with a memory unit provided in the
computing device, with the computing device already includ-
ing a number of processors communicatively coupled to a
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memory through a system bus, and instructions compatible
with providing a non-system bus based dedicated channel
between the number of processors and the memory unit. The
non-transitory medium also includes instructions to render a
different video frame and/or a surface on each processor of
the number of processors, and instructions to leverage the
memory unit to store a video frame and/or a surface rendered
on a processor therein through the non-system bus based
dedicated channel.

Further, the non-transitory medium includes instructions to
copy, to other processors of the number of processors, the
stored video frame and/or the surface rendered on the proces-
sor from the memory unit through the non-system bus based
dedicated channel, and instructions to scan out, through the
number of processors, the video frame and/or the surface
rendered on the processor following the copying to enable
display thereof on a corresponding number of displays com-
municatively coupled to the number of processors in a mosaic
display mode where the number of processors is presented to
an operating system executing on the computing device as a
single logical processor.

In yet another aspect, a computing device includes a
memory, a number of processors communicatively coupled to
the memory through a system bus, a number of displays
corresponding to the number of processors, and a memory
unit interfaced with the number of processors through a non-
system bus based dedicated channel therebetween. The num-
ber of processors is configured to render a different video
frame and/or a surface on each processor thereof, to leverage
the memory unit to store a video frame and/or a surface
rendered on a processor therein through the non-system bus
based dedicated channel, to enable copying, to other proces-
sors thereof, the stored video frame and/or the surface ren-
dered on the processor from the memory unit through the
non-system bus based dedicated channel, and to scan out the
video frame and/or the surface rendered on the processor
following the copying to enable display thereof on the corre-
sponding number of displays communicatively coupled to the
number of processors in a mosaic display mode where the
number of processors is presented to an operating system
executing on the computing device as a single logical proces-
sor.

The methods and systems disclosed herein may be imple-
mented in any means for achieving various aspects, and may
be executed in a form of a machine-readable medium
embodying a set of instructions that, when executed by a
machine, cause the machine to perform any of the operations
disclosed herein. Other features will be apparent from the
accompanying drawings and from the detailed description
that follows.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments of this invention are illustrated by way of
example and not limitation in the figures of the accompanying
drawings, in which like references indicate similar elements
and in which:

FIG. 1 is a schematic view of a display system, according
to one or more embodiments.

FIG. 2 is a schematic view of a virtual display canvas
corresponding to the display unit of the display system of
FIG. 1.

FIG. 3 is a schematic view of an example 4x4 display unit
with 16 display regions therein.
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FIG. 4 is an illustrative view of example rendering and
scanout processes in a mosaic display mode involving a set of
five video frames/surfaces and four Graphics Processing
Units (GPUs).

FIG. 5 is a schematic view of the display system of FIG. 1
additionally including a memory unit for the number of pro-
cessors thereof, according to one or more embodiments.

FIG. 6 is an illustrative view of example rendering and
scanout processes in a mosaic display mode involving a set of
video frames/surfaces, four GPUs and the memory unit in the
display system of FIG. 1 and FIG. 5.

FIG. 7 is an illustrative view of a timeline of the rendering
and the scanout processes of FIG. 4.

FIG. 8 is an illustrative view of a timeline of the rendering
and the scanout processes of FIG. 6.

FIG. 9 is a schematic view of interaction between a graph-
ics driver component and the processor of the computing
device of the display system of FIG. 1, according to one or
more embodiments.

FIG. 10 is a process flow diagram detailing the operations
involved in enabling hardware acceleration in the computing
device of the display system of FIG. 1 during a mosaic display
mode of operation thereof, according to one or more embodi-
ments.

Other features of the present embodiments will be apparent
from the accompanying drawings and from the detailed
description that follows.

DETAILED DESCRIPTION

Example embodiments, as described below, may be used to
provide a method, an apparatus and/or a system of enabling
hardware acceleration in a computing device during a mosaic
display mode of operation thereof. Although the present
embodiments have been described with reference to specific
example embodiments, it will be evident that various modi-
fications and changes may be made to these embodiments
without departing from the broader spirit and scope of the
various embodiments.

FIG. 1 shows a display system 100, according to one or
more embodiments. In one or more embodiments, display
system 100 may include a computing device 102 (e.g., a
desktop computer, a laptop computer, a notebook computer, a
netbook, a mobile device such as a mobile phone or a tablet)
configured to have data associated therewith displayed on a
display unit 104 (e.g., a wall projector). In one or more
embodiments, display unit 104 may include a number of
individual displays 104, ,; (e.g., Liquid Crystal Displays
(LCDs)), each of which is configured to display a portion of
the data. In one or more embodiments, content to be displayed
on the number of individual displays 104, _,, may be consoli-
dated through a processor 106 (e.g., a set of Graphics Pro-
cessing Units (GPUs), Central Processing Units (CPUs) and/
or other forms of processors) of computing device 102 as a
contiguous set of data.

For the aforementioned purpose, in one or more embodi-
ments, processor 106 may include a number of processors
106, _, (e.g., Central Processing Units (CPUs), Graphics Pro-
cessing Units (GPUs), processor cores or a combination
thereof) therein; each port of a constituent processor 106, _,,
may correspond to an individual display 104, .. In the case of
processor 106 utilizing NVIDIA®’s Scalable Link Interface
(SLI) technology, two or more graphics card(s) may be linked
together to generate a single output therefrom. In one or more
other embodiments, one or more of the number of processors
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4

106, _,, may be part of processor 106 (e.g., a quad-core GPU)
instead of all of the number of processors 106, _,,constituting
processor 106.

While exemplary embodiments have been discussed with
regard to a single computing device 102, it is obvious that
there may be more than one computing device providing data
to be rendered on the number of individual displays 104, .. It
would then be obvious from the paragraphs below thatonly a
minor modification to the processes discussed herein with
regard to implementation with a single computing device 102
may be required. In one or more embodiments, computing
device 102 may include amemory 108 (e.g., volatile memory,
non-volatile memory) communicatively coupled to processor
106/the number of processors 106, .. While FIG. 1 shows a
single memory 108 as being communicatively coupled to the
number of processors 106, , it is obvious that each of the
number of processors 106, _,, may be associated with one or
more separate memories. Therefore, alternately, memory 108
may include individual memories associated with the number
of processors 106, .

Further, it is obvious that an operating system 110 and,
optionally, an application 180 may execute on computing
device 102. FIG. 1 shows operating system 110 as being
stored in memory 108 (e.g., non-volatile memory); applica-
tion 180 is also shown as being stored in memory 108. For
example, application 180 may provide a user interface to
control settings and/or parameters associated with the num-
ber of individual displays 104, ,; and/or data to be displayed
therein. In one or more embodiments, operating system 110
of computing device 102 may support a mosaic display mode
where multiple processors 106, ,, may be presented to oper-
ating system 110 as a single logical processor; thus, in the
case of SLI technology being employed in the mosaic mode,
content displayed on display unit 104 may be generated as a
consolidation/assemblage of content displayed on the con-
stituent number of individual displays 104, _,. For example,
display unit 104 may display an entire car; the content dis-
played on the constituent individual displays 104, ,, may be
aggregated as a whole to form the entire car.

Thus, each individual display 104, ,, may define a unique
uniform region with a virtual display canvas provided by
operating system 110. FIG. 2 shows virtual display canvas
200 as including display regions 202, _,, each of which cor-
responds to an individual display 104, ,. In one or more
embodiments, once the number of processors 106,_,, com-
plete processing of data to generate display data, the afore-
mentioned display data may be sent as one or more frames
over a communication medium 170 (e.g., a cable, over a
communication network such as a Local Area Network
(LAN) and/or a Wide Area Network (WAN)) to the corre-
sponding individual displays 104, 5. The transmission of
pixel data for a frame over communication medium 170 fol-
lowing processing through the number of processors 106, _,,
may be known as scanout. Thus, it is obvious that virtual
display canvas 200 may correspond to a scanout area for a
frame.

FIG. 3 shows an example 4x4 display unit 104 with 16
display regions 302, | therein. Here, display regions 302, ,
may correspond to a GPU 106,, display regions 3025 s may
correspond to GPU 106,, display regions 302, _, , may corre-
sponding to GPU 106, and display regions 302,, ,, may
correspond to GPU 106,. GPUs 106, _, are example proces-
sors 106, ,, each of GPUs 106, , may include four GPU
heads therein. Following processing of display data (e.g.,
display data 192 shown as being stored in memory 108 in
FIG. 1) associated with a video frame/image (e.g., video
frames 194, ,, shown as being associated with display data
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192), GPUs 106, , may render an entire video frame 194, , ;
however, each of GPUs 106, , may merely scan out a portion
of'video frame 194, ,,. If video frame 194, _,,corresponds to
a consolidated display provided by the 4x4 display unit 104,
each of the four heads of GPU 106, may merely scan out data
corresponding to display regions 302, ,, each of the four
heads of GPU 106, may merely scan out data corresponding
to display regions 302 5, each of the four heads of GPU 106,
may merely scan out data corresponding to display regions
302, _,, and each of the four heads of GPU 106, may merely
scan out data corresponding to display regions 302, .

FIG. 4 illustrates example rendering and scanout processes
in a mosaic display mode involving a set of five video frames/
surfaces (S, 5; S;_s may be regarded as part of video frames
194, ,,) and four GPUs 106, . It is obvious that each of the
four GPUs 106, , may include one or more GPU heads
therein. Here, it may be assumed that each GPU 106, _, may
be associated with two locations in memory 108—one for
storing the video frame/surface for scanout and another for
storing the video frame/surface for rendering. As seen in FIG.
4, S, first may be rendered on all GPUs 106, , and saved in a
corresponding memory location (ML) 402, , thereof. MLs
404, , associated with scanout may be empty. Both MLs
402, , and MLs 404, , may be regarded as locations in
memory 108. When rendering of S, is completed, S; may be
scanned out; now, S, may start rendering on all GPUs 106, _,.
Asshown in FIG. 4, MLs 402, , may now include S, and MLs
404, , may now include S, . Then, when S, completes render-
ing, S, may be scanned out; and S; may start rendering on all
GPUs 106, ,. The process may continue until S; may be
rendered on all GPUs 106, _, and then scanned out.

As implied from the above discussion and FIG. 4, no hard-
ware acceleration may be provided during the example ren-
dering and scanout processes discussed above. As each GPU
106, , renders part of a surface that is not required to be
scanned out, the abovementioned may also constitute a waste
of'processing/computing resources. FIG. 5 shows a hardware
addition to display system 100 of FIG. 1 by way of providing
a memory unit 502 for the number of processors 106, ,,
according to one or more embodiments. In one or more
embodiments, a dedicated channel 504 may be provided
between the number of processors 106, _,, and memory unit
502 to enable one or more memories thereof store the ren-
dered video frames/surfaces, and then transfer the aforemen-
tioned rendered video frames/surfaces to the appropriate pro-
cessors 106, _,,as and when required. For example, dedicated
channel 504 may not involve the system bus; FIG. 5 shows the
number of processors 106,_,,and memory 108 being coupled
to each other through a system bus 506. System bus 506 may
be understood by one of ordinary skill in the art as a bus
coupling internal components (e.g., processors 106, .
memory 108) of computing device 102 to a motherboard (not
shown) thereof.

In one or more embodiments, with regard to providing
memory unit 502 discussed above, no changes may be
required on the side of the number of processors 106, . In
one or more embodiments, dedicated Direct Memory Access
(DMA)/copy engines (e.g., DMA/copy engine(s) 540 shown
in FIG. 5; hardware or a combination of hardware and soft-
ware engines) may be employed to transfer the abovemen-
tioned video frames/surfaces between memory unit 502 and
processors 106, .. For example, memory unit 502 may be
part of a hardware solution such as NVIDIA®’s G-SYN™.
FIG. 6 illustrates example rendering and scanout processes in
a mosaic display mode involving a set of video frames/sur-
faces S| ¢ (again, S, ; may be regarded as part of video frames
194, ,,), four GPUs 106,_, and memory unit 502, according
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6

to one or more embodiments. It should be noted that memory
unit 502 may include one or more individual memories 520, ,
(shown in FIG. 5) associated with each GPU 106, _,. Alter-
nately, memory unit 502 may be a single memory associated
with all GPUs 106, _,.

In one or more embodiments, now, each GPU 106, , may
be configured to render a different surface thereon. FIG. 6
shows GPU 106, rendering surface S,, GPU 106, rendering
surface S,, GPU 106, rendering surface S, and GPU 106,
rendering surface S,. Therefore, at first, MLs 402, , may
include S, , and MLs 404, , may be empty. In one or more
embodiments, once rendering of'S, is done, GPU 106, may be
configured to copy S, both to ML 404, for scanout and to
memory unit 502, as shown in FIG. 6. In one or more embodi-
ments, the other GPUs 106,_, may then be configured to copy
S, from memory unit 502 to MLs 404, _, thereof for scanout.
Atthe same time, S5 may start rendering on GPU 106, (stored
in ML 402)). Then, GPU 106, may be configured to copy S,
to both ML 404, for scanout and memory unit 502, as shown
in FIG. 6. In one or more embodiments, the other GPUs
106, , , may copy S, from memory unit 502 to MLs 404, ;_,
for scanout. At the same time, S may start rendering on GPU
106, (stored in ML 402,). The process may continue unit Sg
is rendered and scanned out. Moreover, as seen in FIG. 6,
speedup of the rendering and the scanout processes may be
achieved; further, as GPUs 106, _, render different surfaces at
the same time, duplicate work may be avoided.

FIG. 7 summarizes a timeline of the rendering and the
scanout processes discussed with regard to FIG. 4. As GPUs
106, _, render every surface in entirety thereof, the pipeline
may be sequential. This implies that if a video frame/surface
is not processed within a refresh cycle, the rendering may stall
and surfaces S, and S; may be scanned out for two cycles;
thus, surfaces till S; may alone be scanned out by the end of
time interval t4 (t,-t, are time intervals associated with the
rendering and the scanout processes). In other words, only
four video frames/surfaces may be processed within t,. Here,
R,_s may be associated with rendered surfaces. Thus while
only surfaces till S; may be scanned out by the end of tg,
surfaces S, s may be rendered therewithin.

FIG. 8 summarizes a timeline of the rendering and the
scanout processes discussed with regard to FIG. 6, according
to one or more embodiments. As seen in FIG. 8, rendering
may be completed in a smaller time frame compared to the
rendering in FIG. 7 as each GPU 106,_, may render a different
video frame/surface at the same time. In an example scenario,
surfaces till S; may be scanned out within the time interval t,.
Thus, six video frames/surfaces may be processed within t4.
Again, R, , may be associated with rendered surfaces.

Thus, in one or more embodiments, utilization of the num-
ber of processors 106, _,, (or, GPUs 106, _,) may be enhanced.
In other words, in one or more embodiments, the same sur-
face/video frame may not be required to be rendered on
multiple processors 106, . Further, in one or more embodi-
ments, overall rendering time of the surfaces/video frames
may be reduced; in addition, system resources may be con-
served.

It should be noted that there are no limitations on the
number of heads of GPUs 106, ,. In one example embodi-
ment, each GPU 106, , may merely include one head and in
other example embodiments, each GPU 106, , may include a
number of heads. Further, it is obvious that the four GPUs,
viz. GPUs 106, , discussed above are merely for example
purposes. The number of GPUs may be more than four or less
than four.

FIG. 9 shows interaction between a graphics driver com-
ponent 902 (e.g., a software driver) and processor 106 (or, the
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number of processors 106, ), according to one or more
embodiments. In one or more embodiments, graphics driver
component 902 may issue commands to processor 106 when
a routine thereof is involved by a calling application program
(e.g., executing on processor 106; an example application
program may be application 180). In one or more embodi-
ments, said commands may enable processor 106 render dif-
ferent video frames/surfaces on the constituent number of
processors 106, _,, thereof, leverage memory unit 502 to store
the rendered video frames/surfaces (also discussed above)
and/or copy the appropriate rendered video frames/surfaces
from memory unit 502 for scanout.

In one or more embodiments, instructions associated with
graphics driver component 902, the leveraging of memory
unit 502 for storing rendered surfaces and/or enabling pro-
cessor 106 copy the stored rendered surfaces from memory
unit 502 may be embodied in a non-transitory medium (e.g.,
Compact Disc (CD), Digital Video Disc (DVD), Blu-Ray
Disc®, hard drive) readable through computing device 102
and executable therethrough. Also, graphics driver compo-
nent 902 and/or the aforementioned instructions may be pro-
vided packaged with operating system 110 and/or application
180. All reasonable variations are within the scope of the
exemplary embodiments discussed herein.

FIG. 10 shows a process flow diagram detailing the opera-
tions involved in enabling hardware acceleration in comput-
ing device 102 during a mosaic display mode of operation
thereof, according to one or more embodiments. In one or
more embodiments, operation 1002 may involve providing
memory unit 502 in computing device 102 already including
a number of processors 106,_,, communicatively coupled to
memory 108 through system bus 506. In one or more embodi-
ments, operation 1004 may involve providing a non-system
bus based dedicated channel 504 between the number of
processors 106, ,, and memory unit 502. In one or more
embodiments, operation 1006 may involve rendering a dif-
ferent video frame and/or a surface on each processor 106, _,,
of the number of processors 106, .

In one or more embodiments, operation 1008 may involve
leveraging memory unit 502 to store the video frame and/or a
surface rendered on a processor 106, _,, therein through dedi-
cated channel 504. In one or more embodiments, operation
1010 may then involve copying, to other processors 106, _,,of
the number of processors 106, ,, the stored video frame
and/or the surface rendered on processor 106, ,, from
memory unit 502 through dedicated channel 504. In one or
more embodiments, operation 1012 may then involve scan-
ning out, through the number of processors 106, ,, the video
frame and/or the surface rendered on processor 106, _,, fol-
lowing the copying to enable display thereofon a correspond-
ing number of displays 104, _,, communicatively coupled to
the number of processors 106, _,, in a mosaic display mode
where the number of processors 106, . is presented to oper-
ating system 110 executing on computing device 102 as a
single logical processor.

Although the present embodiments have been described
with reference to specific example embodiments, it will be
evident that various modifications and changes may be made
to these embodiments without departing from the broader
spiritand scope of the various embodiments. For example, the
various devices and modules described herein may be
enabled and operated using hardware circuitry, firmware,
software or any combination of hardware, firmware, and soft-
ware (e.g., embodied in a non-transitory machine-readable
medium). For example, the various electrical structure and
methods may be embodied using transistors, logic gates, and
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electrical circuits (e.g., Application Specific Integrated Cir-
cuitry (ASIC) and/or Digital Signal Processor (DSP) cir-
cuitry).

In addition, it will be appreciated that the various opera-
tions, processes, and methods disclosed herein may be
embodied in a non-transitory machine-readable medium and/
or a machine accessible medium compatible with a data pro-
cessing system (e.g., a computer device), and may be per-
formed in any order (e.g., including using means for
achieving the various operations). Various operations dis-
cussed above may be tangibly embodied on a non-transitory
machine-readable medium readable through computing
device 102 to perform functions through operations on input
and generation of output. These input and output operations
may be performed by a processor (e.g., processor 106). The
non-transitory machine-readable medium readable through
computing device 102 may be, for example, a memory (e.g.,
hard disk), a transportable medium such as a CD, a DVD, a
Blu-Ray Disc®, a floppy disk or a diskette. The non-transi-
tory machine-readable medium may include instructions
embodied therein that are executable on computing device
102.

A computer program embodying the aspects of the exem-
plary embodiments may be loaded onto computing device
102. The computer program is not limited to specific embodi-
ments discussed above, and may, for example, be imple-
mented in an operating system, an application program, a
foreground or a background process, a driver, a network stack
orany combination thereof. For example, software associated
with graphics driver component 902 may be available on the
non-transitory machine-readable medium readable through
computing device 102. The computer program may be
executed on a single computer processor or multiple com-
puter processors.

Accordingly, the specification and drawings are to be
regarded in an illustrative rather than a restrictive sense.

What is claimed is:

1. A method comprising:

providing a memory unit in a computing device already

comprising a plurality of processors communicatively
coupled to a memory through a system bus, each pro-
cessor of the plurality of processors having a corre-
sponding memory location in the memory that is specific
to the processor and each processor of the plurality of
processors being connected to a corresponding one of a
plurality of displays;

providing a non-system bus based dedicated channel

between the plurality of processors and the memory unit
such that the plurality of processors share the memory
unit;

for each processor of the plurality of processors:

rendering, by the processor, a different at least one of: a
video frame and a surface,

storing, through the system bus by the processor in the
memory location of the memory corresponding to the
processor, the rendered at least one of: the video frame
and the surface,

storing, through the non-system bus based dedicated
channel by the processor in the shared memory unit,
the rendered at least one of:

the video frame and the surface,

wherein each of the other processors of the plurality of
processors copy the rendered at least one of: the video
frame and the surface from the shared memory unit to
the memory location of the memory corresponding to
the other processor, such that each processor of the
plurality of processors has a copy of the rendered at
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least one of: the video frame and the surface stored the
corresponding memory location of the memory;

for each processor of the plurality of processors, scanning

out, from the corresponding memory location to the
corresponding display, the rendered at least one of: the
video frame and the surface, to enable display thereof on
the plurality of displays in a mosaic display mode, where
the plurality of processors is presented to an operating
system executing on the computing device as a single
logical processor.

2. The method of claim 1, further comprising providing a
plurality of memories as part of the memory unit.

3. The method of claim 1, further comprising providing a
plurality of heads as part of the each processor of the plurality
of processors.

4. The method of claim 1, wherein a driver component
associated with the plurality of processors triggers operations
of the plurality of processors.

5. The method of claim 4, comprising providing the driver
component packaged with at least one of: an application
executing on the computing device and the operating system
executing on the computing device.

6. The method of claim 1, further comprising providing at
least one of: a Direct Memory Access (DMA) engine and a
copy engine in the computing device to transfer the rendered
at least one of: the video frame and the surface between the
memory unit and the other processors of the plurality of
processors.

7. A non-transitory medium, readable through a computing
device and comprising instructions embodied therein that are
executable through the computing device, comprising:

instructions compatible with a memory unit provided in the

computing device, the computing device already com-
prising a plurality of processors communicatively
coupled to a memory through a system bus, each pro-
cessor of the plurality of processors having a corre-
sponding memory location in the memory that is specific
to the processor and each processor of the plurality of
processors being connected to a corresponding one of a
plurality of displays;

instructions compatible with providing a non-system bus

based dedicated channel between the plurality of pro-
cessors and the memory unit such that the plurality of
processors share the unit;

for each processor of the plurality of processors:

instructions to render, by the processor, a different at
least one of: a video frame and a surface,

instructions to store, through the non-system bus based
dedicated channel by the processor in the shared
memory unit, the rendered at least one of: the video
frame and the surface,

wherein each of the other processors of the plurality of
processors copy the rendered at least one of: the video
frame and the surface from the shared memory unit to
the memory location of the memory corresponding to
the other processor, such that each processor of the
plurality of processors has a copy of the rendered at
least one of: the video frame and the surface stored the
corresponding memory location of the memory;

for each processor of the plurality of processors, instruc-

tions to scan out, from the corresponding memory loca-
tion to the corresponding display, the rendered at least
one of: the video frame and the surface, to enable display
thereof on the plurality of displays in a mosaic display
mode, where the plurality of processors is presented to
an operating system executing on the computing device
as a single logical processor.

10

15

20

25

30

35

40

45

50

55

60

65

10

8. The non-transitory medium of claim 7, further compris-
ing instructions compatible with a plurality of memories pro-
vided as part of the memory unit.

9. The non-transitory medium of claim 7, further compris-
ing instructions compatible with a plurality of heads provided
as part of the each processor of the plurality of processors.

10. The non-transitory medium of claim 7, wherein a driver
component associated with the plurality of processors trig-
gers operations of the plurality of processors.

11. The non-transitory medium of claim 7, further com-
prising instructions compatible with at least one of: a DMA
engine and a copy engine provided in the computing device to
transfer the rendered at least one of: the video frame and the
surface between the memory unit and the other processors of
the plurality of processors.

12. A computing device comprising:

a memory;

a plurality of processors communicatively coupled to the
memory through a system bus, each processor of the
plurality of processors having a corresponding memory
location in the memory that is specific to the processor
and each processor of the plurality of processors being
connected to a corresponding one of a plurality of dis-
plays:

a plurality of displays each corresponding to one of the
plurality of processors; and

a memory unit interfaced with the plurality of processors
through anon-system bus based dedicated channel ther-
ebetween such that the plurality of processors share the
memory unit,

wherein each processor of the plurality of processors is
configured for:
rendering, by the processor, a different at least one of: a

video frame and a surface,
storing, through the system bus by the processor in the
memory location of the memory corresponding to the
processor, the rendered at least one of: the video frame
and the surface,
storing, through the non-system bus based dedicated
channel by the processor in the shared memory unit,
the rendered at least one of: the video frame and the
surface,
wherein each of the other processors of the plurality of
processors copy the rendered at least one of: the video
frame and the surface from the shared memory unit to
the memory location of the memory corresponding to
the other processor, such that each processor of the
plurality of processors has a copy of the rendered at
least one of: the video frame and the surface stored the
corresponding memory location of the memory, and
wherein each processor of the plurality of processors is
further configured for scanning out, from the corre-
sponding memory location to the corresponding display,
the rendered at least one of: the video frame and the
surface, to enable display thereof on in a mosaic display
mode, where the plurality of processors is presented to
an operating system executing on the computing device
as a single logical processor.

13. The computing device of claim 12, wherein the
memory unit comprises a plurality of memories therein.

14. The computing device of claim 12, wherein the each
processor of the plurality of processors comprises a plurality
of heads therein.

15. The computing device of claim 12, wherein a driver
component associated with the plurality of processors trig-
gers operation of the plurality of processors.
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16. The computing device of claim 15, wherein the driver
component is provided packaged with at least one of: an
application executing on the computing device and the oper-
ating system executing on the computing device.

17. The computing device of claim 12, further comprising
atleast one of a DMA engine and a copy engine to transfer the
rendered at least one of: the video frame and the surface
between the memory unit and the other processors of the
plurality of processors.
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